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ABSTRACT This study embarks on an in-depth analysis of the performance of various kernel functions,
namely uniform, epanechnikov, triangular, and gaussian, in window-based and spectral clustering-based
models. Employing seven distinct datasets, our approach evaluated both window sizes (25%, 50%, 75%,
and 100%) and clustering clusters (ranging from 1 to 4). The kernel functions served as weighting functions
for regression models, leading to the creation of 192 window-based and 192 clustering-based models. Our
analysis underscores the dominance of the uniform kernel function. In most models where the Pred(0.25)
was maximal and the Mean Absolute Error was minimal, the uniform kernel function was predominantly
utilized. Further, our results exhibit varying outcomes between moving windows and spectral clustering
across datasets. For instance, in the fpa_china dataset, while moving windows with a 50% size displayed
no significant superiority over spectral-clustering with 1 cluster, spectral-clustering (1 cluster) demonstrated
a significantly enhanced performance. However, in datasets like fpa_kitchenham, neither approach proved
to be significantly better. This comprehensive exploration into the efficiency of kernel functions in moving
windows and spectral-clustering models provides valuable insights for future research and applications in
data modelling and analysis.

INDEX TERMS Software effort estimation, kernel function,movingwindows, spectral clustering, functional
points, use case points.

I. INTRODUCTION
The effort estimation processes and algorithms are important
for software project scheduling, resource allocation, or bud-
geting. Accurate estimation of efforts is crucial for software
development management and strategic planning.

Essential topics under investigation include evaluating
whether global or local cost functions are more accurate.
The effort estimation algorithm can benefit from using the
local cost function [1], [2] - the local data subset/segment
is used for model training. One proposed approach is the
movingwindow principle [3], [4], which is based on instances
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that represent recently completed software projects [5], [6].
Another assumption describes the influence of recent cases,
which do not equally influence new estimations; therefore,
weights are applied to those instances. The windows can be
formed using a duration interval [7] or the number of recently
completed projects. The move-in/move-out approach [8] can
be applied to keep the window size uniform.

The investigations of Lokan and Mendes [9] represent
different approaches to searching for similar projects. These
researchers showed that moving windows are helpful for a
subset selection technique. This approach is based on the
idea that previous projects with similar completion times
allow the creation of a better estimation model. In recent
research data locality is investigated not only from themoving
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windows or weighted moving windows perspective but also
from clustering-based options.

Alqasrawi et al. [10] investigate local weighted regression
to estimate software effort. The main approach is similar to
moving windows; to create local data/segments for which
an estimation algorithm is trained. A similar approach
using stepwise regression is presented in [11]. Alqas-
rawi et al. present the effects of choosing kernels, polynomial
degrees, and bandwidth parameters; non-uniform kernel
methods and small polynomial degrees are considered best
performers.

II. RESEARCH QUESTIONS
In this paper, we will investigate the impact of different
moving windows (and weighted windows) approaches. Many
studies used different datasets, different evaluation metrics,
and research methodology. This paper aims to evaluate mov-
ing windows on seven datasets with four kernels (weighting
functions) and help understand if moving windows impact
effort estimation systematically. The research question that
needs to be answered:
RQ1: Can a superior kernel function be identified for all

datasets and predictor sets?
RQ2: Can moving windows be compared to spectral cluster-

ing in the ability to estimate the minimised error?
The statistical significance of the models is evaluated using

the Wilcoxon rank sum test. The Wilcoxon test [5], [12] is
used as a test of the null hypothesis that the means (µ) of two
models’ estimation errors are equal.

This paper compares the accuracy of the windows-based
model with that of the spectral-clustering-based model
using Wilcoxon rank sum test. The Wilcoxon test tests the
null hypothesis that the mean value - median (µ) of two
normally distributed populations are equal. The Wilcoxon
test will be used for the evaluation of estimation errors of
windows-based models (µMW ) and spectral clustering-based
model (µSC ).
H0 : µMW = µSC , there is no difference in prediction

ability between windows-based and clustering-based models.
There is no difference in mean error values.

Alternative hypothesis:
H1 : µMW > µSC , there is a difference in prediction

capability betweenwindows-based and cluster-basedmodels.
There is statistically significant evidence that SC brings better
accuracy and lower estimation error.
H2 : µSC > µMW , there is a difference in prediction ability

between windows-based and clustering-based models. There
is statistically significant evidence that MW brings better
accuracy and lower estimation error.

III. CONTRIBUTION
This study contributes to the effort estimation research
community in the following aspects:

• Comprehensive Evaluation of Kernel Functions: The
paper presents a systematic study of kernel functions’
effectiveness inmovingweightedwindows (MW) across

seven diverse datasets. This comprehensive evaluation
gives readers valuable insights into which kernel func-
tions might suit their respective datasets.

• Comparative Analysis with Spectral Clustering: By
juxtaposingMWwith spectral clustering (SC), the paper
offers a comparative perspective, allowing readers to
understand the relative merits and demerits of the two
approaches.

• Window Size Analysis: The study analyzes the impact
of varying window sizes on the effectiveness of the
MW approach. By considering four distinct window
sizes (25, 50, 75, and 100%), the research offers a
granular understanding of how data utilization impacts
the efficacy of the MW method.

• Preference for the Uniform Kernel: The research
identifies a clear trend favouring the uniform kernel
function in most evaluated models. This finding can
guide future researchers and practitioners in selecting
kernel functions for similar tasks.

• Foundational Insights for Future Work: The research
provides a foundational understanding of the benefits,
limitations, and best practices associated with kernel
functions in MW. These insights can inform and guide
future research and applications in this domain.

In summary, this paper advances the understanding of
kernel functions in moving weighted windows, offers com-
parative insights with spectral clustering, and provides clear
guidance on the optimal use of window sizes and kernel
functions.

The present paper is organised as follows. Section IV
presents related works. The background of the research and
the approaches used are detailed in SectionV. Researchmeth-
ods and design are described in Section VI. In Section VII the
results are summarised and discussed. Finally, Section VIII is
a conclusion.

IV. RELATED WORK—OTHER APPROACH FOR DATASET
SEGMENTATION (DATA LOCALITY)
Idri et al. [13] investigate more than 60 papers published
between 1990 and 2012. Most of these research papers are
focused on creating data locality using clustering.

Clustering is based on looking at similarities in instances.
Data locality is understood as the creation of a group of
similar projects. The local cost function is then created on
(usually) more consistent instances. Azzeh et al. addressed
the issue of determining the number of projects nearby using
a method known as bisecting k-medoids [14]. It is shown
in [15] that grouping of varied projects into clusters can aid in
accurate evaluation. In this paper, it is confirmed that cluster-
ing improves estimate accuracy. In [6], the authors compared
moving windows and spectral clustering. As shown, spectral
clustering excels compared to moving windows or the k-
means approach. In [16], a hybrid model with classification
and prediction phases is presented employing a support
vector machine and radial basis neural networks. The authors
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of [17] established a technique to estimate the elicitation of
equations by dividing historical projects. Garre et al. [18]
describe a beneficial effect of the improved expectation
maximisation method (EM). The updated EM method was
introduced by Dempster et al. [19]. Hihn et al. [20] proved
that SC produces fewer outliners than the closest-neighbour
approach.

The locality of the data omits inconsistent projects and
improves the accuracy of the estimation, as described by
Bardisiri et al. [21]. In [22] and [23] authors present the usage
of the particle swarm optimization algorithm.

Prokopova et al. [24] showed the importance of selecting
the type of clustering and the distance metric. Furthermore,
the k-means algorithm exhibits better performance than the
hierarchical clustering method.

Azzeh and Nassif [25], deal with setting the number of
nearest projects. These authors recommend a method called
Bisecting k-medoids Clustering and have claimed that this
method is better than common ASEE methods.

Azzeh et al. in their paper [16], present a hybrid model
that consists of classification and prediction stages using a
Support Vector Machine and Radial Basis Neural Networks.
They compare the said model with the k-medoids. They
recommend that ECF be omitted from the estimation and
to focus all estimation on the productivity factor, which
represents the ratio between UCP, and development effort in
person-hours.

Bardisiri et al. [22], declare that clustering significantly
affects the accuracy of development effort estimation because
it allows one to omit irrelevant projects from historical data
points.

Prokopova et al. [24], compare k-means, hierarchical,
and density-based clustering techniques with three different
distance metrics. The results show that all tested clustering
techniques improve estimation accuracy and that the number
of clusters plays a significant role. It is important to select
the clustering type and the distance metric correctly. The
authors show that hierarchical clustering has produced an
inappropriate distribution of clusters and therefore cannot be
used.

In [26], Bardisiri et al. introduce the particle swarm
optimisation (PSO) algorithm [23] in effort estimation.
They introduced a weighting system in which the project
attributes of different clusters are given different weights.
This approach supports comparing a new project only with
projects located in related clusters, based on similarity
measures. Like other methods where a subset is selected,
this method deals with setting the correct value of k of
the nearest project. Hihn et al. [20], described that the
nearest-neighbour method has significantly more outliers
than spectral clustering does.

Lokan and Mendes [9], investigations showed that moving
windows are helpful as a subset selection technique. Using
75 of the most recent projects for a new estimate makes
this estimate more accurate than using all available data
points.

V. BACKGROUND
Moving windows (MW) can be formed in two basic
approaches. The instances (representing finished projects) in
specific timeframe (e.g., last month, year, etc.) are included or
a specific number of projects (6,30,75, etc.). [9]. The variable
will be used depending mainly on the available instances.
If there are a lot of finished projects in the portfolio, time
duration windows can be used. Otherwise, setting a window
size using the number of past projects is an option for small
portfolios.

Another aspect is related to portfolio growth. In [8], the
authors concluded that updating the training dataset by a
recent project is beneficial. Therefore, only the recent project
number corresponding to the size of duration-based windows
or the size in the number of projects can be kept.

The question of window size was studied in several
papers [3], [27]. In [3] windows, the size of 75 projects is
recommended. The size of windows depends on the portfolio
size, which, of course, varies. Therefore, dynamic sizing,
based on proportion (perceptual) window size determination,
is used.

A. WEIGHTED MOVING WINDOWS
Moving windows as described uses historical instances
equally (concerning the window size or duration). The
weighting approach can improve an estimation model by
defining instances as more or less influencing estimation
error [28], [29], [30]. Weighted moving windows can
take several approaches to weight setting. A least square
regression method is used in practice [6] and in [30], where
the kernel functions are recommended. Kernel functions are
triangular (1), epanechnikov (2), gaussian (3) and rectan-
gle/uniform function (4). The rectangle function produces
uniform weights.

W (ni) = 1 − |x| , |x| < 1 (1)

W (ni) = 1 − x2, |x| < 1 (2)

W (ni) = exp

(
−

(2.5 ∗ x)2

2

)
(3)

W (ni) = 1, |x| < 1 (4)

whereW (ni) is an instance weight, ni represents instance and
x (5) represent order of an observation.

x =
ni
n

(5)

where n is a number of instances in windows (window size).

B. KERNEL FUNCTIONS
Kernel functions (1-4) are used, for instance, weight calcu-
lation. The weight is relative to the size of the windows.
Instances are understood to be chronologically ordered in
both duration- and size-based windows. Figure 1 shows an
instance weight development for the used kernel function.
It shows development in the window from recent to past.
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FIGURE 1. Kernel function and weights development.

C. STEPWISE REGRESSION
Stepwise regression (StepR) was used in [31]. StepR method
was introduced in [11] and [32]. StepR is looking for the best
combination of independent variables. The StepR approach
can be described as follows:
1) Create an initial model by specifying the variables.
2) Set the constraints of the final model set the desired

model complexity - linear, quadratic, interaction, etc.
3) Set the control threshold. The goal is to decide whether

to remove or add another variable.
4) Re-test the model after adding or removing variables.
5) StepR stops when there is no further estimated progress.
Given a collection of independent variables, StepR gener-

ates many models. A model in the described approach is a
multiple linear regression. The algebraic form is presented
in (6).

yi = β0 + β1Xi1 + β2Xi2 + · · · + βpXip + εi (6)

where i = 1, . . . n, yi is the dependent variable; Xi1 . . .Xip are
predictors; β1 . . . βn are regressors and β0 is an intercept, and
εi is a residual.

D. SPECTRAL CLUSTERING
Spectral Clustering (SC) is used as described in [31] and
[33]. The technique is described in [6] and [33] and is
based on a graphical representation in which each data
point is a node, and the edges between the data points
signify similarity. In SC, the k-nearest neighbour graph, ε

- neighbourhood graph, and the fully connected graph are
commonly employed [34]. The k-nearest neighbour graph
connects the vertices vi and vj, where vj is one of vi’k-nearest
neighbours. The ε - neighbourhood graph joins all data points
with pairwise distances less than ε. The adjacency matrix
W (7) is as follows:

W =
(
wij
)

(7)

where i, j = 1..n and each cell in the matrix represents the
edge weight between data points. There is no relationship
between the edges if the weight is 0. After that, a Laplacian
matrix (8) is computed:

L = D−W (8)

where the diagonal matrix D represents the vertex degree vi.
Spectrum calculation is a key stage in SC. It assumes the
shape of the L matrix. There are two alternatives for the
Normalised Laplacian algorithm: a symmetric matrix or a
random matrix. The eigenvectors of a sorted list matrix are
represented by the spectrum. An eigenvector represents a
data point and an eigenvalue of a matrix. SC employs these
eigenvectors as a feature. Finally, the spectrum is subjected
to the clustering process. Although k-means are used in this
paper, any clustering technique can be used.

VI. RESEARCH METHODS
A. DATASETS DESCRIPTION AND TYPICAL ISSUES
All the datasets that are used are known in the community
and the majority of them are open to everyone. Research
in the estimation of software effort is based on historical
data [35]. Practical experience reveals that estimations
frequently forecast a higher effort than has previously been
experienced by a specific organisation. However, this does
not always imply that the estimations utilised were inaccu-
rate. Past data may be reported and recorded appropriately.
To improve effort estimation in software projects (particularly
in large corporations, you may need to record post-project
maintenance and improvement operations throughout the
software life. There may be significant errors in the estimate
of the effort due to inconsistent reporting and recording of
various parts of the overall effort in the dataset.

In this study, the following datasets were used:
• China Dataset (fpa_china) [36]
• Evidence-Based Software Portfolio Management
Research Repository (fpa_EBSPM) [37]

• International Software Benchmarking Standards Group
(fpa_isbsg2020) [38]

• Kitchenham dataset (fpa_kitchenham) [36]
• Maxwell dataset (fpa_maxwell) [36]
• Use Case Points 28 (ucp_28) [12]
• Use Case Points 71 (ucp_71) [11]

In fpa_isbsgdataset more than 8 thousand projects are
recorded. The dataset was reduced to approximately 1,7
thousand instances. The only project described by the
IFPUG features can be used in this study. Dataset noted
as fpa_china contains 499 instances described with 14 fea-
tures. In fpa_EBSPM 492 instances is recorded, but only
22 of them have been reported with actual effort. For
instances where effort has been missing, the imputation
of effort by the mean value of the productivity factor has
been used. Another dataset called fpa_kitchenham contains
145 instances described by 10 features.

Finally, a fpa_maxwell dataset consists of 63 instances
described by 25 features. In Table 1 dataset statistics based on
effort features are described. Figure 2 shows the effort feature,
log-transformed, for comparison of the effort size.

Datasets are chronologically ordered to keep or simulate
order from past to news instances, which is important
for moving windows approach. The following features are
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TABLE 1. Dataset paparemetrs summary, based on effort.

used to keep data chronologically ordered (depending on
availability in each of the datasets):

• fpa_china – feature Duration, no starting or ending date
is available.

• fpa_EBSPM - feature Year_technical_go_live.
• fpa_isbsg– feature YearOfProject is used for simulated
chronological ordering.

• fpa_kitchenham – feature Actualstartdate is used.
• fpa_maxwell – feature duration_months is used for
simulated chronological ordering.

• ucp_28 – was used as already order by Project_No.
No specific starting or ending date available.

• ucp_71 – chronological order already applied in
Project_No. Instances ids represent ordering by project
ending date.

Dataset ucp_28 was used in [12] and is based on previously
published research papers [39] and by [40]. Another UCP
based dataset – ucp_71was first used in [11] and can be found
in several following [6], [24], [32].

FIGURE 2. Dataset used in study (log-transformed effort).

Datasets are used as presented by the authors. Dataset
processing was limited to choosing projects that are described
by features that need experiments. This is mainly true
for fpa_isbsg dataset where the IFPUG-only project was
selected. In Table 2 a used feature is summarised, including
types and dataset belongness.

B. EVALUATION CRITERIA
The kernel functions are studied in a manner of estimation
ability/accuracy. There are many accuracy measurements
used in effort estimation studies. Model evaluation will
be held using a Mean Absolute Errors (MAE,(9)) [10],

Pred(l) [41] (10) and adjusted coefficient of determination(
R2Adj

)
(11). Common criteria such as Magnitude of Relative

Errors (MRE) or related criteria are not used because of their
bias towards higher estimates [42].

MAE =
1
2

n∑
i=1

|yi − ŷl | (9)

Pred(l) =
1
n

n∑
i=1


1 if

|yi − ŷl |
yi

≤ l

0 if
|yi − ŷl |

yi
> l

(10)

R2Adj = 1 − (1 − R2) ∗
n− 1

n− k − 1
(11)

where n is the number of observations, yi is the effort value,
ŷl is the estimated value, and l is the error boundary as a
percentage. If l = 0.25 is considered, the estimation error
is less than or equal to 25% of the known effort. Pred(l)
value is between 0 and 1, where the higher value represents
a better model. PreR2 is the coefficient of determination, k is
the number of independent variables and n is the number
of observations. R2Adj shows the effect size of a selected set
of independent variables on the dependent variable. During
the calculation, the number of instances and the number of
independent variables is taken into consideration. The value
R2Adj can acquire a value of between 0 and 1, when higher
values represent better solutions.

C. RESEARCH DESIGN
The objective of this study is to investigate the effect of
kernel functions in moving windows. According to previous
research, moving windows size of 15 instances is the best
performer [6]. Evaluation is performed on 7 datasets. Datasets
can be divided using estimation methods:

• Functional points datasets (FPD) - fpa_china, fpa_
EBSPM, fpa_isbsg2020, fpa_kitchenham, fpa_maxwell

• Use case points datasets (UCD) – ucp_25 and ucp_71

As a dependent variable, which is available in all datasets:

• Effort – in person-hours, is used in the original scale,
to keep it in natural.

As independent variables are used in sizing estimation
components:

• For FPD (a) – EI, EO, EQ, ILF, EIF – those are available
in only fpa_china, fpa_isbsg
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TABLE 2. List of used features.

• For FPD (b) – Size – size in FP is available in
all datasets - fpa_china, fpa_EBSPM, fpa_isbsg2020,
fpa_kitchenham, fpa_maxwell

• For UCD (a) – UAW, UUCW, TCF, ECF – available for
both dataset – ucp_25, ucp_71

• ForUCD (b) – Size – available in both datasets – ucp_25,
ucp_71

• For UCD (c) – SimpleActors, AverageActors, Com-
plexActors, SimpleUC, AverageUC, ComplexUC –
available only in ucp_71 dataset.

For all cases, where more than one independent variable
is used, the rescaling was adopted using the Min-Max
approach (12).

x =
x − min(X )

max(X ) − min(X ))
(12)

where x represents the rescaled value (in the range
from 0 to 1) x is the value of the independent variable and
X is the set of all independent variable values.

Experiments are utilised by using stepwise regression
(StepR) [5], [6], [31], [43], [44] for effort estimation. StepR
methods perform regression and feature selection using the
added or removed predictors. In total, 48 experiments will be
performed and evaluated. To address a comparison of moving
windows with the kernel function with the other method -
spectral clustering (SC) [6], [44] is presented.
All models will be trained using the hold-out data

set (2)-fold cross-validation), where 80% will be a training
fold and 20% will be a testing fold. To simulate a

real-life scenario, all models will be retrained after perform-
ing 1 new estimation. All metrics and tests are on initially
created testing fold, but the training fold is expanded, and
models are retrained after adding 1 instance to the training
fold. In brief, estimation models are retrained after 1 instance
is estimated. In the case of SC, the training fold is reclustered
when/after 1 instance is estimated. Training sets are being
expanded after 5 instances are estimated. Those instances
are appended to the end of the training set to keep the
chronological order of the datasets.

Datasets are variable in size; therefore, the dynamic sizing
based on proportion (percentual) windows size determination
is used (25%, 50%, 70% and 100%). Clustering was used
from 1 to 4 clusters. Kernel functions, as described, are used
to set the weights of instances in StepR models. Weights
are used identically for windows and for spectral clustering.
In total, 192 models for windows and 192 for spectral
clustering were tested and evaluated.

D. LIMITATIONS AND THREATS TO VALIDITY
The results of the study should be considered with respect
to important measures to validity. Validity is discussed
with respect to the approach introduced in [45] as internal,
external, and construct. Internal validity refers to the bias of
the instances available in datasets. It is not known whether all
datasets represent a population fully. The data origin, same
as the timeframe of data gathering, vary from approximately
mid-1980 to 2017. Datasets also vary in project size, duration,
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and overall complexity, in this study to project size or duration
is not used as an estimation driver. The project problem
domain is also not considered in this study. All datasets were
used as they are available in public, with exception to ISBSG
dataset. ISBSG dataset (heavily discounted), is available
upon registration to the academic programme.

Generally, not much is known about how the dataset were
collected and processed before publication. External validity
is related to generalising the results of this study. All datasets
vary in available variables, which allows one to use two
variants of predictors. Project origins from various industries
and problem domains. All are not understood as ‘‘within
a company’’ data, but as a general data set, which may
not be as accurate. Another question of external validity is
whether the findings of the study are applicable to current
software development processes, considering that the projects
evaluated in this study (depending on the data sets) were
completed between mid-1980s and 2017. Many fundamental
changes in software techniques, tools, and technologies have
occurred throughout the long time covered by this research.
This was not considered in this study, because such changes
were slow and dynamic at various periods. In addition,
a special parameter was set to account for timing information.
Selected factors will be significant in the future to explain the
variance in effort and productivity caused by differences in
the characteristics of software development.

During study construction, the experiments were unified
as much as possible to be comparable. Windows size and
cluster count were set identical for each of the data sets,
since predictors were only selected identical variables that
are available in datasets. The measurements are simplified
to MAE and PRED, which is generally understood to be not
biased.

VII. RESULTS AND DISCUSSION
In this study a weighted moving window was evaluated
and compared to spectral clustering. Both approaches are
understood as the data locality approach, which is considered
for 7 tested datasets. The results are presented as partial for
functional points and use case points datasets. In each group,
results are presented per dataset – due to MAE keeping the
original scale.

A. KERNEL FUNCTION EFFECTS ON FUNCTIONAL POINTS
DATASETS – WINDOWS AND SPECTRAL CLUSTERING
The first run of experiments testing models, which utilise
StepR methods and FP based predictors (EI, EO, EQ,
ILF, EIF). These can be run for fpa_china and fpa_isbsg.
In Figure 3 results for fpa_china and MW can be seen.
In Figure 4 results for fpa_isbsg dataset can be seen.
Pred(0.25) demonstrates that for both datasets the needed
level of accuracy cannot be achieved. As can be seen, MAE
leads to the recommendation of a lower size of windows
for all tested kernel functions for fpa_china dataset, but for
fpa_isbsg dataset, the higher sizes can be preferred.

Figure 5 and Figure 6 show results using spectral
clustering. As can be seen, there is no favourite solution.
For fpa_china dataset less clusters seem to be better solution,
whereas for fpa_isbsg, it can be seen that there are more
similarities in results. When we used Pred(0.25) and MAE
independently to obtain the most accurate models, the
results are summarised in Table 3. Independent variables
EI,EO,EQ,ILF,EIF were used for StepR, where models were
trained for repeatable after next instances were estimated
(for windows), for clustering models are re-trained in each
cluster after re-clustering. Re-clustering were performed
after the next-instance estimation. FDP(a) models (using
EI,EO,EQ,ILF,EIF for estimation and clustering) are weak in
is performance, as can be seen, a uniform kernel is dominant
in the best results.

FIGURE 3. Kernel fucnction as weighting for moving windows for
fpa_china dataset.

FIGURE 4. Kernel fucnction as weighting for moving windows for
fpa_isbsg dataset.

The experimental group FDP(b) consists of all 7 datasets,
because of independent variable size is used. Performance
varies in each dataset (Table 4). For fpa_china (Figure 7)
and fpa_isbsg (Figure 8) the overall performance is not
dramatically different from the models, which are based on
fp variables. Similar for clustering models (Figure 14 and
Figure 13).
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TABLE 3. Solution overview for FPD(a) models, where MAE is minimal or Pred(0.25) maximal.

FIGURE 5. Spectral clustering for 1 to 4 clusters, kernel functions used in
StepR for fpa_china.

FIGURE 6. Spectral clustering for 1 to 4 clusters, kernel functions used in
StepR for fpa_isbsg.

The model trained on fpa_EBSPM (Figure 9) shows
similar performance for Pred andMAE, both choose different
kernel function. When these are compared to SC models
(Figure 14), then be seen to be lower (4,821 vs 7,407).
Interestingly, using MAE 4 clusters excels, but when Pred
(0.25) is considered, then 1 cluster (means no clustering)
is better solution. On fpa_kitchenham dataset (Figure 10)
windows size of 25% is recommended, by MAE and

Pred(0.25). As can be seen in this data set, there are
two solutions with identical Pred(0.25) value (0.51). When
results clustering results for fpa_kitchenham (Figure 13) are
evaluated using MAE and Pred(0.25) it can be seen that
this dataset in only one, where both criteria recommend the
same kernel function and the same number of clusters (no
clustering).

Finally, an fpa_maxwell dataset (Figure 11) shows that
data locality is beneficial here. For moving windows, a 25%
(windows size) is a best option with a similar MAE value (as
100% windows size). When models for fpa_maxwell dataset
are trained for clustering-based model (Figure 17), there can
be seen that 4 cluster off the best solution and performance of
triangular, epanechnikov and gaussian kernel functions. In all
cases Pred(0.25) equals 0.46 and MAE is approx. 4,150.

FIGURE 7. Kernel function (size as independent) for fpa_china.

B. KERNEL FUNCTION EFFECTS ON USE CASE POINTS
DATASETS – WINDOWS AND SPECTRAL CLUSTERING
Two data sets based on use case points are written with the
same StepR approach as the functional point dataset. Results
are described and discussed for UCP parameters – UCD(a),
for size as independent - UCD(b), and for number of actors
and use cases (grouped by complexity level) – UCD(c). The
variant UCD(c) is only presented for ucp_71, which contains
the number of actors and use cases.
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TABLE 4. Solution overview for FDP(b) models, where MAE is minimal or Pred(0.25) maximal.

TABLE 5. Solution overview for UCD(a) models, where MAE is minimal or Pred(0.25) maximal.

Two datasets were used for these experiments. In Table 5
results where MAE is minimal or Pred(0.25) is maxi-
mal. For ucp_28 (Figure 17) dataset is the best option
with gaussian kernel function for windows size equal
to 50% (MAE = 947.5 and Pred(0.25) = 0.67). Clus-
tered (SC) solutions (Figure 19) recommends 4 clusters
(MAE = 350.77 and Pred(0.25) = 0.5). If both criteria
are evaluated individually, then there are several selected
results.

Models, which are trained on ucp_71 weighted moving
windows (Figure 18) achieve the best performance for
uniform kernel function and windows size 75% (if Mae is

considered) and for a size of 100% if Pred is considered.
Epanechnikov kernel for weighting in StepR models is
selected for ucp_71, where spectral clustering is used. Using
MAE criterion 3 clusters can be selected and using Pred
2 clusters. Clustered models achieved better performance for
both datasets (ucp_28, ucp_71).

Using size as an independent variable produces several
solutions in a similar performance for both ucp datasets.
In the case of ucp_28 there can be seen (in Table 6)
three solutions where Pred(0.25) equals 1 when an MAE
is counted, then a uniform kernel for windows size 100%
can be selected (Figure 21). Clustering achieves (Figure 23)
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TABLE 6. Solution overview for UCD(b) models, where MAE is minimal or Pred(0.25) maximal.

TABLE 7. Solution overview for UCD(c) models, where MAE is minimal or Pred(0.25) maximal.

FIGURE 8. Kernel function (size as independent) for fpa_isbsg.

similar performance for a uniform kernel (2 clusters) or for a
triangular kernel (3 clusters).

Dataset ucp_71 shows similar performance for various
combinations of window size and kernel function (Figure 22).
The best seems to be the uniform kernel function for windows
size of 75%. Clustering for ucp_71 brings an increase of

FIGURE 9. Kernel function (size as independent) for fpa_EBSPM.

Pred(0.25) and similar MAE levels (Figure 24). The most
prominent appears to be 3 clusters solution and uniform
kernel function.

Dataset ucp_71 allows to perform the last expiration, which
uses the number of actors (grouped by complexity) and
number of use cases (grouped by complexity) as independent
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FIGURE 10. Kernel function (size as independent) for fpa_kitchenham.

FIGURE 11. Kernel function (size as independent) for fpa_maxwell.

FIGURE 12. Spectral Clustering (size as independent and for clustering)
for fpa_china.

variables for StepR models. In Table 7 it can be seen that
Pred(0.25) is 0.92 for all selected models, which means that
onlyMAE can be considered. Interestingly, weighted moving
windows are not considered an optimal solution, windows
size 100% (Figure 26) is recommended (MAE = 463.00).
Clustering (Figure 25) does not improve the accuracy of the
estimation. Overall, 4 clusters can be favourites, because of
the higher R2adj value.

FIGURE 13. Spectral Clustering (size as independent and for clustering)
for fpa_isbsg.

FIGURE 14. Spectral Clustering (size as independent and for clustering)
for fpa_EBSPM.

FIGURE 15. Spectral Clustering (size as independent and for clustering)
for fpa_kitchenham.

VIII. CONCLUSION
In this study, an effect of kernel function in moving weighted
windows has been tested on 7 different datasets. The window
sizes 25,50,75 and 100% have been tested. The percentage
window size has been selected to allow reproducibility on
datasets, which vary in size. Windows approach has been
compared to spectral clustering, which has been evaluated
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TABLE 8. Selected models for fpa_china.

FIGURE 16. Spectral Clustering (size as independent and for clustering)
for fpa_maxwell.

FIGURE 17. Kernel functions, UCP parameters for ucp_28 dataset.

for number of clusters from 1 to 4, whereas 1 is considered
a nonclustered option. The kernel function has been used as
a weighting function regression model. In total, there were
192 windows-based models and 192 clustering-based models
tested.

A. RQ1: CAN A SUPERIOR KERNEL FUNCTION BE
IDENTIFIED FOR ALL DATASETS AND PREDICTOR SETS?
Addressing RQ1 the analysis, how frequently is each kernel
function used. Comparison of models (Table 3 - Table 7)
where Pred(0.25) is maximal or MAE is minimal can be seen
In Figure 27, part (a). The comparison of the frequency of
the kernel functions, where Pred(0.25) is maximal and then

FIGURE 18. Kernel functions, UCP parameters for ucp_71 dataset.

FIGURE 19. Spectral Clustering (UCP parameters as independent and for
clustering) for ucp_28 dataset.

MAE isminimal (Table 8 - Table 14) can be seen in Figure 27,
part (b).

In both views, the dominancy of uniform kernel function
can be seen. In the majority of models, where Pred(0.25)
is maximal and MAE minimal, we are using a uniform
kernel function for weights in the MW and SC approaches
too. If we compare kernel functions using Pred(0.25), it can
be seen that uniform function can be understood as better
than other kernel function (Figure 28), wherein part (a)
boxplots illustrate all models where Pred(0.25) is maximal
and MAE minimal (for MW). In part (b), all SC models can
be seen. In parts (c) and (d) only the best-selected models for
MW, respectively, SC can be seen. Only the top 10 models
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TABLE 9. Selected models for fpa_isbsg.

TABLE 10. Selected models for fpa_EBSPM.

FIGURE 20. Spectral Clustering (UCP parameters as independent and for
clustering) for ucp_71 dataset.

FIGURE 21. Kernel functions (size as independent) for ucp_28 dataset.

using MW and SC are used. In part (c) only one model
has been selected for epanechnikov and triangular kernel
functions.

FIGURE 22. Kernel functions (size as independent) for ucp_71 dataset.

FIGURE 23. Spectral Clustering (size as independent and for clustering)
for ucp_28 dataset.

B. RQ2: CAN MOVING WINDOWS BE COMPARED TO
SPECTRAL CLUSTERING IN THE ABILITY TO ESTIMATE THE
MINIZINE ERROR?
To address the effect of MW and SC the most accurate
models were selected from each dataset for windows-based
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TABLE 11. Selected models for fpa_kithchenham.

TABLE 12. Selected models for fpa_maxwell.

TABLE 13. Selected models for ucp_28.

TABLE 14. Selected models for ucp_71.

and clustering-based solutions. In Table 8 the best per-
forming MW and SC models are compared in fpa_china
dataset.

Using EI,EO,EQ,ILF,EIF independent are used, the value
µMW of MW size 50% is not significantly lower than for SC
for 1 cluster (p = 0.99, α = 0.05), while SC (1 cluster) is
significantly better (p = 0.01, α = 0.05).
If size is used as independent MW is not significantly

better than clustering for 2 clusters (p = 0.99, α =

0.05) and clustering error mean values is significantly lower
(p = 0.00, α = 0.05). For fpa_china dataset H0 cannot

be rejected, but H1 can, because SC brings statistically
significant improvements in lower a mean error value.H2 can
be confirmed.

Another dataset, where both types of predictors are
available, is fpa_isbsg. Selected models that perform best are
summarised in Table 9.

Experiments on fpa_isbsg dataset for EI,EO,EQ,ILF,EIF
independent variables shows that, the valueµMW of MW size
25% is not significantly lower than for SC for 3 clusters (p =

0.99, α = 0.05), while SC (3 cluster) is significantly better
(p = 0.02, α = 0.05).
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FIGURE 24. Spectral Clustering (size as independent and for clustering)
for ucp_71 dataset.

FIGURE 25. Kernel functions (SimpleActors, AverageActors,
ComplexActors, SimpleUC, AverageUC, ComplexUC as independent) for
ucp_71 dataset.

FIGURE 26. Spectral Clustering (SimpleActors, AverageActors,
ComplexActors, SimpleUC, AverageUC, ComplexUC as independent and
for clustering) for ucp_71 dataset.

If size is used as independent MW are not significantly
better than clustering for 4 clusters (p = 1.00, α = 0.05).
Otherwise, SC for 4 clusters brings a significantly lower
error mean (p = 0.00, α = 0.05). For fpa_china dataset
H0 cannot be rejected, but H1 can, because SC brings
statistically significant improvements in a lower mean error

FIGURE 27. Kernel function frequency in best performing models.

FIGURE 28. Pred(0.25) comparison for kernel functions.

value. In case of fpa_isbsg H0 and H1 can be rejected,
but H2 cannot be rejected. It cannot be confirmed that FP
parameters bring a significantly lower estimation error mean
than size option. Next dataset – fpa_EBSPM is only tested
using size as an independent variable (as for fpa_kitchenham
or fpa_maxwell).

The results (Table 10) for fpa_EBSPM shows the value
µMW of MW size 25% is not significantly lower than for SC
for 1 cluster (p = 1.00, α = 0.05), while SC (1 cluster)
is significant (p = 0.00, α = 0.05). H0 can be rejected,
the error means are not equal. H1 can be rejected, because
SC brings significant improvements in lowering a mean error
value, resulting in accepting of H2.
MW and SC do not outperform each other (Table 11) for

fpa_kitchenham dataset, H0 cannot be rejected, but H1 and
H2 can be rejected. MW (size 25%) versus SC (1 group) are
not significantly different (p = 0.94, α = 0.05). The same as
the opposite comparison (p = 0.06, α = 0.05).

The last FP dataset (Table 12), fpa_maxwell, shows again
that H0 cannot be rejected, but H1 and H2 can be rejected.
MW (size 25%) versus SC (4 clusters) are not significantly
different (p = 0.064, α = 0.05). Same as the opposite
comparison (p = 0.37, α = 0.05).
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Use case points-based dataset – ucp_28 and ucp_71
are evaluated using the two (ucp_28) or three (ucp_71)
predictors set. The selected results for the ucp_28 dataset are
summarised in Table 13. As can be seen, no model can be
statically confirmed. MW and SC do not outperform each
other. H0 cannot be rejected, but H1 and H2 can be rejected.
MW (size 50%) versus SC (1 cluster) are not significantly
different (p = 0.56, α = 0.05) for UCP variables, as for the
opposite comparison (p = 0.46, α = 0.05). Identically for
the size-independent variable - MW (size 100%) versus SC
(1 cluster) are not significantly different in both directions
(p = 0.56, α = 0.05 respectively p = 0.42, α = 0.05).

MW and SC do not outperform each other in ucp_71
dataset. As can be seen in Table 14, none of the best
performing models (using any of the predictors set) is
significantly better than others. H0 cannot be rejected for
models, but H1 and H2 can be rejected. Using UCP variables
as independent lead to MW (size 100%) vs SC (2 cluster)
where p = 0.56, α = 0.05, for SC (2 clusters) vs MW (size
100%), there were p = 0.46, α = 0.05.
Similarly, when the independent variable of size – MW

(size 75%) versus SC (1 cluster) resulting in p = 0.26, α =

0.05 respectively p = 0.74, α = 0.05. (H1 and H2) Finally
for models based on the number of actors and use cases again
H1 and H2 can be rejected and H0 cannot be rejected. In this
case, the best-performing models were MW (size 100%) and
SC (1 cluster). MW vs SC brings p = 0.48, α = 0.05 and
SC vs MW results in p = 0.61, α = 0.05. To conclude
RQ1, as can be seen, the uniform kernel function can be
understood as beneficial. In practice, it rejects the weighting
approach as useful for increasing accuracy. In total, 6 of
10 selected models in the moving windows approach are
using uniform kernel function.

To summarise RQ2, the move windows approach brings
benefits in 6 of 10 MW models, 4 of them received the
best result for using windows size of 100%. In practice, all
historical instances are used for model training. Statistical
significance shows that FP datasets can benefit from using
clustering. Moving windows do not outperform SC in either
of the cases. All models tested on the UCP dataset achieve
similar performance and differences in estimation errors are
insignificant.

In future research, the effect of project order will be
addressed, and the effect of categorical variables and other
data locally approaches will be investigated for software
effort or size estimation.
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